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ABSTRACT
The Internet is composed of multiple economically-independent
service providers that sell bandwidth in their networks so as to
maximize their own revenue. Users, on the other hand, route their
traffic selfishly to maximize their own utility. How does this selfish-
ness impact the efficiency of operation of the network? To answer
this question we consider a two-stage network pricing game where
service providers first select prices to charge on their links, and
users then pick paths to route their traffic. We give tight bounds on
the price of anarchy of the game with respect to social value—the
total value obtained by all the traffic routed. Unlike recent work
on network pricing, in our pricing game users do not face conges-
tion costs; instead service providers must ensure that capacity con-
straints on their links are satisfied. Our model extends the classic
Bertrand game in economics to network settings.

Categories and Subject Descriptors
F.2 [Analysis of Algorithms and Problem Complexity]: Miscel-
laneous

General Terms
Theory

Keywords
Price of anarchy, bandwidth pricing, two-sided markets, Bertrand
competition

1. INTRODUCTION
We study the following pricing game in two-sided combinatorial

markets, with the goal of understanding how efficiently such mar-
kets operate. Each seller in the market owns a fixed inventory of a
unique item and wants to obtain as much revenue as possible from
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selling the item. Each consumer is interested in buying some bun-
dle of items with the goal of maximizing its utility—the difference
between its value for the bundle and the bundle price. The game
proceeds with the sellers first setting prices on their items and the
consumers then buying their favorite bundles. We call this game a
Bertrand game following economics literature on price competition
in homogeneous product markets.

The Bertrand game is a natural model for markets where prices
are relatively static and non-discriminatory, and left-over inventory
can be disposed off freely. A prime example of such a market is the
Internet. The Internet is composed of a number of subnetworks,
each owned by an economically independent service provider. Ser-
vice providers sell bandwidth on their links with the goal of max-
imizing their own profit. They typically have fixed capacity limits
on their links, and negligible marginal cost to routing traffic as long
as it doesn’t approach capacity. Likewise, users that are interested
in routing traffic over the network themselves behave selfishly and
optimize over the cost of routing as well as quality of service. The
operation of the network therefore rests in the hands of multiple
selfish entities. We aim to understand whether the resulting band-
width allocation is (close to) optimal in terms of the total value
obtained by all the traffic routed in the network.

We study price of anarchy type questions in Bertrand games in
networks. Specifically we define the efficiency of allocation, or so-
cial value, of an outcome of the game to be the total value obtained
by all the consumers from the bundles bought by them. The price
of anarchy is then defined to be the ratio of the optimal efficiency
achievable while observing capacity (supply) constraints to that of
the worst Nash equilibrium in the game.

As mentioned earlier, the Bertrand game has been studied exten-
sively in economics literature on homogeneous product markets,
where all items are perfect substitutes (see, for example, [14, 11,
6] and references therein). It is well known [14], for example, that
in markets with two or more sellers selling homogeneous products,
the equilibrium price charged by each seller is equal to the marginal
cost for the product. That is, the sellers make no profit and the en-
tire social surplus is redistributed back to the consumers. This is
known as the Bertrand paradox. Such markets always obtain opti-
mal efficiency. On the other hand, in a market with a single seller (a
monopoly), the seller can artificially restrict supply and raise prices
so as to obtain a large profit, thereby hurting the efficiency of the
market. Nevertheless, it is known [7] that the price of anarchy in
such a market is no more than logarithmic in the disparity of con-
sumer valuations.

In markets with multiple different items, the efficiency of allo-
cation can depend on the specific substitute-complement relation-
ships among different items and the distribution of demand for each
collection of items. A primary goal of this paper is to understand



how this market and demand structure affects the price of anarchy.
We focus on the network setting where desired bundles of items are
paths in a directed graph. This setting already captures a rich class
of substitute-complement relationships.

Chawla and Roughgarden [7] were the first to study the Bertrand
game in combinatorial markets. They also focused on the network
setting as in our work, and considered a simple model of consumer
preferences where each consumer obtains a single fixed value for
routing its traffic over any source-sink path. We call this the single-
parameter setting. They showed that the price of anarchy of the
game depends on the presence, and number, of monopolies in the
network as well as the distribution of demand in the network.

Our work extends the work of Chawla and Roughgarden in sev-
eral ways. First, we give a better and more general upper bound
on the price of anarchy of the game in networks in the single-
parameter setting. Second, we show that under a mild condition on
the value distributions of consumers the price of anarchy improves
considerably. Third, we consider a more general model of con-
sumer preferences in two-node parallel-link networks, where each
consumer can potentially have different values for routing its traffic
over different source-sink paths. This “multi-parameter” setting al-
lows us to incorporate the qualities of different paths into consumer
preferences. We provide tight bounds on the price of anarchy of the
game in each of these settings.

We remark that some instances of the Bertrand game do not ad-
mit (pure) Nash equilibria (see Section 2). Our results on the price
of anarchy of the game do not apply to these instances. In effect our
results show that under certain conditions on the demand and net-
work structure the system will never get stuck in a very bad stable
state. Chawla and Roughgarden previously addressed the issue of
characterizing instances where equilibria exist and presented par-
tial results. Obtaining a more complete understanding of the exis-
tence of Nash equilibria and exploring relaxed notions of stability
for Bertrand games are important open questions.

Related work
There is a large body of work on analyzing equilibria in network
games that involve only service providers (network formation games)
[3, 4, 9] or only users (selfish routing games) [17, 18, 8, 10]. More
recently, a sequence of works [13, 1, 2, 16, 15, 7] has considered
network pricing games where edges selfishly select prices to max-
imize their profit and consumers pick paths for routing their de-
mands in a utility-maximizing fashion. Most of these works assume
that the consumer faces two kinds of costs for routing its traffic—
the prices charged by the edges, and a latency cost owing to other
traffic on the path. Our model differs from these other works in
two key aspects. First, we have hard capacity constraints on edges
in our model as opposed to elastic congestion-based cost functions
used in prior work. Second, users do not face “congestion costs”
in our model directly. Instead, service providers are incentivized to
keep usage on links below their capacities, and pass on the “costs”
associated with oversaturated edges to consumers in the form of
higher usage prices. Although capacity constraints in our model
mimic some congestion effects, the game admits non-trivial equi-
libria even in the absence of capacity constraints when the market
contains monopolies. In effect, our work isolates the impact of
selfish pricing on the efficiency of the network in the absence of
congestion effects.

Our work is closely related to and extends the work of Chawla
and Roughgarden [7]. Chawla et al. give a complete characteriza-
tion of the price of anarchy in networks where all consumers have
the same source and destination. In these instances, the worst-case
price of anarchy depends on the number of monopolies in the net-

work. In more general networks, they show that a pure-strategy
Nash equilibrium for the sellers does not always exist; when it does,
the price of anarchy can be unbounded even in the absence of mo-
nopolies. However, in multiple-source single-sink instances under
certain technical conditions on the structure of the network and the
distribution of demands, the price of stability of the game (i.e., the
performance of the best Nash equilibrium in comparison to the op-
timal solution) is at most the inverse of the sparsity of the network
(a measure of congestion in the network).

Our results
We extend the work of Chawla et al. [7] in several ways. First we
show (Section 3) that the bound from [7] on the price of stability
in multiple-source single-sink networks applies also to the price of
anarchy under mild conditions on the distribution of values in the
network. Specifically, in the absence of monopolies, if every source
in the network has the same distribution of values (but potentially
different total amount of demand), the efficiency gap between any
arbitrary equilibrium and the optimal solution is bounded by the
inverse of the sparsity of the network. This result is tight; further-
more we show in Section 3.3 that no such bound holds in more gen-
eral, multiple-source multiple-sink, settings—for every non-trivial
value distribution, there exists a network where the price of anarchy
is unbounded.

Next we examine the effect of the distribution of consumers’ val-
ues on the price of anarchy (Section 3.2). We show that if the values
are drawn from a distribution with a monotone hazard rate (see Def-
inition 1), the price of anarchy is no more than exponential in the
length of the longest source-sink path, even in the presence of mo-
nopolies in the network. Thus low-diameter networks admit good
equilibria. Once again this result holds in single-sink instances but
(provably) cannot be extended to multiple-source multiple-sink in-
stances.

Most interestingly, in Section 4 we consider a more general “multi-
parameter” model of consumer preferences where consumers value
different paths in the network at different amounts. We investigate
this model in two-node parallel-link networks. When consumer
values are related in that the difference between values for two
paths is the same for any two consumers, the behavior of the game
is similar to that in the single-parameter case—an equilibrium al-
ways exists and the price of anarchy of the game is 1. When values
can be completely arbitrary, the game exhibits some of the proper-
ties of the multiple-source single-sink setting with single-parameter
consumers, and consequently we show that pure strategy equilibria
don’t always exist. Nevertheless, we can still bound the price of
anarchy by a factor that is logarithmic in the ratio of the largest
consumer value to the smallest value.

2. MODEL
A Bertrand game contains two kinds of players – sellers and con-

sumers. Each seller sells a unique item. We use E to denote the set
of sellers as well as the items they sell, and S to denote the set of
consumers. Each seller e ∈ E owns a fixed supply of ne units of
item e. The goal of the seller is to sell her items at an appropriate
per-unit price so as to maximize her revenue. Each consumer s is
interested in buying a bundle of items. The value of consumer s
for bundle B ⊆ E is denoted vs,B . We denote by Bs the collec-
tion of bundles for which consumer s has non-zero value; this is
termed the consumer’s type1. The goal of each consumer is to buy
the bundle of items that maximizes her utility.
1Our definition of type is different from what is commonly used in
mechanism design settings; In particular, in our setting consumers



The game proceeds as follows. In the first stage sellers pick
prices πe; in the second stage consumers select and buy bundles.
The payoff to a consumer s buying a bundleB ⊆ E is her utility—
vs,B−

P
e∈B πe. Consumers may randomize and/or buy fractional

units of bundles (summing up to no more than 1). Let fs,e be the
quantity of item e demanded at the current prices by consumer s
and fe =

P
s fs,e the total quantity of e demanded. Then the pay-

off to seller e is πe min(ne, fe).

Nash equilibrium
An outcome of the Bertrand game is a pair of vectors (π, f), where
πe denotes the price for each seller and fs,e denotes the quantity of
item e bought by consumer s. We study Nash equilibria in Bertrand
games. An outcome is called a subgame-perfect Nash equilibrium
if given the prices for each seller, no consumer can improve her
payoff by changing her strategy unilaterally, and given the prices
of other sellers, no seller can improve her payoff by changing her
price unilaterally.

Consumers are price-takers and are at equilibrium whenever they
follow best response to the sellers’ prices. Specifically, at equilib-
rium, consumer s buys 1 unit of the bundle that maximizes her util-
ity vs,B −

P
e∈B πe, as long as this utility is positive. When the

utility is zero, the consumer may buy up to 1 unit, and if there are
multiple bundles that offer the maximum utility to the consumer,
the consumer may split its demand arbitrarily over these bundles.
However the consumer never buys bundles that bring it less than
maximum utility.

Seller behavior at equilibrium is more interesting and complex.
A seller is at equilibrium if it cannot improve its revenue by chang-
ing its price unilaterally. Note that by changing its price, a seller
may affect the outcome of the second stage of the game, which
in turn may cause the demand for other items to exceed their sup-
ply. We assume that the seller has no information about supplies of
other items and does not utilize this information in computing its
equilibrium strategy. Specifically, fix the prices of all items other
than e, and suppose that when e is priced at p, Ue@p denotes the set
of consumers for whom every2 maximum utility bundle contains
the item e. The seller assumes that its revenue from changing its
price to p is given by pmin{ne, |Ue@p|}, and it is at equilibrium if
for every price p this quantity is no larger than its current revenue
πe min{ne, fe}.

Note that for instances of the game in which all the bundles in Bs
for all consumers contain at least two items, there always exists a
trivial equilibrium in which all sellers charge extremely high prices
and demand for all items is zero—in this case no seller can unilat-
erally lower its price and obtain non-zero demand. To avoid such
trivial and uninteresting equilibria, we assume that at equilibrium a
seller with fe = 0 must charge a price of 0.

Finally, we note that sellers follow deterministic strategies; there-
fore Nash equilibria don’t always exist. (Chawla and Roughgarden
give a specific example of a Bertrand game in networks where an
equilibrium does not exist.)

Prices of anarchy and stability
Our goal in this paper is to understand how efficiently two-sided
markets with selfish buyers and sellers operate. We define the effi-
ciency of allocation of an outcome of the Bertrand game, denoted

with the same type may have different values for the same bundles.
2The seller is being somewhat pessimistic by not including con-
sumers for whom the item e belongs to some maximum utility bun-
dle. However this is not an important issue from the point of view
of stable outcomes—the seller can lower its price infinitessimally
and break any ties in utility.

Val(π, f), to be equal to the total value obtained by all the con-
sumers. The price of anarchy (POA) of the game measures the
largest gap between the efficiency of a Nash equilibrium of the
game to the optimal achievable while satisfying capacity (supply)
constraints. We provide upper bounds on the POA in terms of pa-
rameters such as the congestion in the network, the diameter of
the network, the value-disparity among consumers, etc. Several of
our bounds are tight—we give examples where all Nash equilibria
achieve poor efficiency. Formally, we provide lower bounds on the
price of stability (POS) of the game. The POS measures the gap
between the efficiency of a Nash equilibrium of the game to the
optimal achievable, for the best Nash equilibrium.

POA = max
Nash equilibria(π,f)

Val(OPT)

Val(π, f)

POS = min
Nash equilibria(π,f)

Val(OPT)

Val(π, f)

As mentioned earlier, some instances of the Bertrand game do
not admit Nash equilibria. Usually in literature the POA of such
instances is defined to be infinite. We focus on instances of the
game that do admit equilibria and give bounds on the POA of such
instances.

Single-parameter & uniform demand instances
In Section 3 we study a special case of the Bertrand game in which
consumers are single-valued, that is, every consumer values all the
bundles in its type equally. Specifically, consumer s has a value vs
with vs,B = vs for B ∈ Bs and 0 otherwise. For ease of expo-
sition, in these instances, we group the demand of consumers with
identical type. We assume that values lie in the interval [1,L]. We
use the function FB : [1,L] → [0, 1] to denote the value distribu-
tion function associated with type B and DB to denote the total de-
mand for this type—FB(v) is the fraction of demand of consumers
of type B that have value at most v, while FB(v)DB gives the total
demand of those consumers.

Some of our results apply to instances where the distribution
function FB is identical for all types B (however, they may have
different total demands DB associated with them). We call such
instances uniform-demand instances.

For a value distribution function F , we use F (v) as a shorthand
for 1− F (v). F−1 denotes the inverse function—F−1(α) = v iff
F (v) = α.

Bertrand game in networks
As in the work of Chawla and Roughgarden, most of our results
apply to instances of the Bertrand game that arise in networks. In
these instances items are edges in a directed network; each con-
sumer is associated with a source-sink pair in the network, with the
type of the consumer being the collection of all directed paths from
its source to its sink.

Monopolies and virtual monopolies
A key parameter controling the price of anarchy in Bertrand games
is the existence and number of monopolies in the market. A seller
e is a monopoly if there exists a consumer s such that e belongs to
all the bundles in Bs. We note that monopolistic behavior can exist
in a game even in the absence of actual monopolies. Specifically,
in a given state of the system, letAs ⊆ Bs denote the collection of
bundles bought by consumer s; we call a seller e a virtual monopoly
for a consumer s if e belongs to all the bundles in As. Note that if



e is a monopoly and is purchased by s, then e is a virtual monopoly
for s.

Let Ue denote the set of consumers that buy e, that is, Ue = {s :
∃B ∈ As with e ∈ B}.

PROPOSITION 1. At equilibrium, every seller e either charges
a 0 per-unit price, or sells its entire inventory, or is a virtual monopoly
for every consumer s ∈ Ue that buys from it.

PROOF. Suppose that a seller e charges a positive price, which
implies that Ue 6= ∅. Let s be any consumer in Ue, that is e be-
longs to some bundle B ∈ As. If e is not a virtual monopoly for
s, then there exists another bundle B′ ∈ As s.t. e /∈ B′. Now
further suppose e has some residual stock. By lowering its price by
a negligible amount, e would make B strictly preferable to B′ for
consumer s, who would therefore abandon B′ and switch to buy-
ing more (a non-negligible amount) of B. That is, the payoff to e
could have been improved, contradicting the assumption of equi-
librium.

3. BERTRAND GAMES WITH SINGLE PA-
RAMETER CONSUMERS

In this section we study single-parameter instances of the Bertrand
game in networks. Previous work shows that when the network
contains monopolies the price of anarchy can be unbounded; this
holds even in uniform-demand instances. We therefore first fo-
cus on instances that do not contain monopolies. We show that
in uniform-demand instances when all the consumers have a com-
mon sink the price of anarchy can be bounded in terms of the con-
gestion in the graph. In Section 3.3 we show that such a bound
cannot be generalized to multiple-source multiple-sink instances—
for any “non-trivial” value distribution, it is possible to construct
a uniform-demand instance with that distribution that has an un-
bounded price of anarchy.

When the Bertrand game contains monopolies it is still possi-
ble to bound the price of anarchy under additional (mild) assump-
tions on the value distributions. Specifically, in uniform-demand
multiple-source single-sink instances, if the value distribution sat-
isfies the monotone hazard rate (MHR) condition (Definition 1), the
price of anarchy is at most ek, where k is the length of the longest
source-sink path. We note that without the MHR condition even
the best equilibrium can be a factor of Lk worse than the optimal
in terms of efficiency (recall that L is the ratio of the largest to the
smallest consumer value); furthermore this holds even in single-
source single-sink networks.

3.1 General value distributions
As mentioned earlier, in multiple-source single-sink uniform-

demand instances, the price of anarchy depends on the congestion
in the network. Specifically, given a directed graph G = (V,E)
with capacities ce on edges and demands ds,t between pairs of
nodes (s, t) ∈ V × V , the sparsity of a cut (S, V \ S), S ( V , is
defined as:

αG,c,d(S, V \ S) =

P
e∈δ(S) ceP

(s,t)∈S×(V \S) ds,t

Here δ(S) is the set of edges exiting a set S: δ(S) = E ∩ (S ×
(V \ S)). The sparsity of the network is defined as the minimum
such quantity over all cuts in the graph.

α(G, c, d) = min
S(V

αG,c,d(S, V \ S)

The sparsity of a network gives a bound on the maximum fraction
of demand that can be routed simultaneously from each source to its

corresponding destination while satisfying the capacity constraints
on the edges. In single-sink networks, this bound is tight—the max-
imum fraction of demand that can be routed concurrently is exactly
equal to the sparsity. It is therefore a measure of congestion in the
network—when sparsity is small, the network is more congested.

We show below that in multiple-source single-sink uniform de-
mand instances, in every equilibrium in the game, every source
routes at least an α(G, c, d) fraction of its demand to the sink.
Since the optimal solution can route no more than the entire de-
mand from every source, the price of anarchy is at most 1/α(G, c, d).
On the other hand, while the optimal solution cannot route more
than an α(G, c, d) fraction of every demand simultaneously, it may
be able to route the entire demand from some of the sources, so
the price of anarchy may be arbitrarily close to 1/α(G, c, d) and
the bound in the theorem is tight in general. (Better bounds can be
obtained, of course, for specific distributions.) In fact Chawla and
Roughgarden give an example of an instance where the bound is
tight. We reproduce this example below for completeness and to
give some intuition for how sparsity is related to the POA.

t

s1

s2

∞

∞

ε

ε

Figure 1: A Bertrand game instance with POA equal to
1/sparsity

We now give an instance where the price of anarchy is arbitrarily
close to the inverse of the sparsity of the network. As shown in Fig.
1, the network consists of two sources s1, s2 and a sink t, as well
as four edges with capacities labeled therein. Total demands from
s1 and s2 are β and 1, respectively. The value distribution satisfies
the condition that F (p0) = 2ε, where p0 = argmaxp{pF (p)} is
the price a monopoly would have charged to maximize its revenue.
Clearly, in any equilibrium, π2, i.e. the price at s2, is at least p0.
It follows that π1 ≤ π2, because otherwise (s1 → t) would have
been better off to charge a price of p0. On the other hand, from
(s1 → t)’s perspective, the optimal price in the range [0, π2] is p0.
Notice that we may set β arbitrarily large; in the extreme case, only
the upper 2ε fraction of the total demand is admitted, while obvi-
ously the optimal allocation can accommodate virtually its entirety.

THEOREM 2. Consider a single-sink uniform-demand instance
of the Bertrand game over a directed networkG = (V,E) with sink
t, capacities ce on edges, demands ds at sources s, and distribution
function F . If the graph contains no monopolies and the instance
admits a Nash equilibrium, its price of anarchy is no more than
1/α(G, d, c), where α(G, d, c) is the sparsity of the graph with
demands d and capacities c.

PROOF. Let’s begin with some notations. Let S be the set of all
sources (consumers). Recall that for any s ∈ S, we use Bs to de-
note the set of all s−t paths, andAs ⊆ Bs to denote the set of paths
carrying flow from s in the equilibrium under consideration. Let πs
be the price charged to consumer s, i.e. πs = minP∈As

P
e∈P πe.



We say that a path is saturated if at least one edge in the path is
saturated.

Given an equilibrium, we bound its performance by showing that
the price charged to each source is not too high. By Proposition 1, a
positive-priced edge is either saturated or is a virtual monopoly. As
far as the performance of the equilibrium is concerned, the former
type of edges do no harm; hence we focus on virtual monopolies,
which might be unsaturated. Our proof hinges on the observation
that, since there are no monopolies in the network, we can always
bound the price of an unsaturated path by that of another path that
the consumer could have used. We analyze the graph constructed
according to this path-price ordering, arguing for the existence of a
subset of sources separated from the sink by saturated edges only,
and thereby relate path prices to the sparsity α(G, d, c).

Specifically, let S0 be the set of all sources s with πs = 0, Ssat
the set of all other consumers s with all paths in As saturated, and
Svm the set of all the remaining consumers. Proposition 1 implies
that for all s ∈ Svm every path in As contains a virtual monopoly;
in fact all positive-priced edges on these paths are virtual monopo-
lies because they are unsaturated.

We construct a (directed) price order graph H(SH , R) over all
the sources in SH = Ssat∪Svm; for any s1, s2 ∈ SH , (s1 → s2) ∈
R implies πs1 ≤ πs2 . Our goal is to find a collection of sources
in this digraph that each pay the maximum total price, and together
saturate a cut in the graph G. Then by the definition of sparsity, we
can deduce that these sources route at least an α(G, d, c) fraction
of their demand.

We add two kinds of arcs to H . First, each source has an arc in
H to any other source that shares a positive-priced edge in G with
it. Second, for sources that do not use all available paths (because
some of them are too expensive), we add arcs to sources that use
those other paths (and therefore must pay more). In particular if
s → t is an arc of the second type, then the (high) price paid by s
can be “blamed” on the (even higher) price paid by t.

Formally, for every source s ∈ SH we add outgoing edges to R
as follows. LetEs = {e ∈ E : ∃P ∈ Bs such that e is the first edge
on P with πe > 0}. For every edge e ∈ Es, consider the set Ue of

sources that route flow over e in this equilibrium. It is easy to see
that ∀s′ ∈ Ue \ {s} we have πs ≤ πs′ . So for all s′ ∈ Ue \ {s} we
add r = (s→ s′) into H and label it with l(r) = e. If s ∈ Ue, we
say the newly added edges are formed by sharing; otherwise, we
say they are formed by yielding.

We will now show that for every source s ∈ SH the price πs is
bounded above by F

−1
(α(G, d, c)). Note that H is composed of

strongly connected components with the prices on sources within
the same strongly connected component being equal. By our con-
struction of H , we only need to prove the price bound on sources
in “sink” components (i.e. components with no outgoing edges).

Consider a sink component C. We first claim that either C∩Ssat
or C ∩ Svm is empty. If not, then there exist sources s1 ∈ C ∩ Ssat
and s2 ∈ C ∩ Svm with r = (s1 → s2) ∈ R and πs1 = πs2 . We
first claim that r cannot be formed by sharing. In particular, both
s1 and s2 belong to Ul(r). Moreover, s2 ∈ Svm implies that all
positive-priced edges carrying the flow of s2 must be unsaturated,
and so by Proposition 1, l(r) is a virtual monopoly for both s1 and
s2. But then it is easy to see that s1 ∈ Ssat implies s2 ∈ Ssat
which contradicts our assumption that s2 ∈ Svm. Therefore r is
formed by yielding. Once again l(r) must be unsaturated but this
time s1 6∈ Ul(r). But then πs1 = πs2 implies that l(r) has an
incentive to lower its price negligibly in order to steal flows from
paths in As1 , contradicting the assumption of equilibrium.

Next, suppose that C ⊆ Svm. Note that since the graph contains
no monopolies, every source in Svm must have an outgoing edge

that is formed by yielding. Since C has no outgoing edges, there
must be two sources s1, s2 ∈ C with r = (s1 → s2) ∈ R being a
yielding edge. Once again we can argue as before that πs1 = πs2
implies that l(r) has an incentive to lower its price negligibly in
order to steal flows from P ∈ As1 , contradicting the assumption
of equilibrium.

Therefore we must have C ⊆ Ssat.
Consider the cut EC = ∪s∈CEs. It is not hard to see that
∀r = (x→ y) ∈ C, l(r) must be saturated (otherwise, r would be
by yielding implying, as we argued earlier, πx < πy). So by defi-
nition, EC is a saturated cut separating sources in C from t. Since
there are no edges outgoing from C in H , no edge in EC carries
the flow of a source not in C. Also note that because all sources
in C have the same price associated with them, no two edges in
EC belong to the same flow path. Therefore, the amount of total
flow routed from sources in C equals the capacity of the cut EC ,
i.e. sources in C have achieved maximum concurrent flow. By the
definition of sparsity, the capacity of EC , and so also this concur-
rent flow, must be at least a α(G, d, c) fraction of the total demand
at sources in C. Since consumers are at equilibrium, we must have
πs ≤ F

−1
(α(G, d, c)) for s ∈ C. Therefore we are done.

3.2 Value distributions with monotone hazard
rate

The above theorem holds only in networks that do not contain
any monopolies. Chawla and Roughgarden show that in networks
with monopolies the price of anarchy can be unbounded. We now
show that when value-demand curves satisfy the “monotone haz-
ard rate (MHR)” condition, the price of anarchy of a network im-
proves considerably and can be bounded in terms of the longest
source-sink paths in the graph. The MHR condition, defined be-
low, is widely used in game theory and economics to characterize
commonly occurring distributions, and is satisfied, for example, by
the uniform, normal, exponential, power-law (for exponents greater
than one), Laplace, and chi-square distributions [5].

DEFINITION 1. (THE MONOTONE HAZARD RATE (MHR)
CONDITION). Let F be a distribution defined on [1,L], with den-
sity function f . The MHR condition states that the “hazard rate”
of F , h(v) = f(v)

1−F (v)
= f(v)

F (v)
, is a monotonically non-decreasing

function of v. A useful equation is F (v) = exp{−
R v
1
h(x)dx}.

It has been noted previously [12] that a monopolist selling a sin-
gle item to a consumer whose value is drawn from a distribution sat-
isfying the MHR condition sells with probability at least 1/e. Our
theorem below essentially shows that if a consumer faces a path
with k monopolists, it is able to route at least an e−k fraction of its
flow at equilibrium. This bound on the amount of demand routed
holds more generally in any single-sink uniform-demand instance
of the Bertrand game. We show below that this bound is tight, and
further that it fails to extend to multiple-source multiple-sink in-
stances.

THEOREM 3. Consider a single-sink uniform-demand instance
of the Bertrand game over a directed networkG = (V,E) with sink
t, capacities ce on edges, demands ds at sources s, and distribution
function F . If F has a monotonically non-decreasing hazard rate
h, and the instance admits a Nash equilibrium, its price of anarchy
is no more than min(ek, 1/α(G, d, c)), where k is the maximum
hop length of a source-sink path, and α(G, d, c) is the sparsity of
the graph with demands d and capacities c.

PROOF. We again consider the price order graph H constructed
in the proof of Theorem 2. If a sink component C inH contains no



sources routing over monopolies, the previous analysis still holds.
On the other hand, sources that route over saturated monopolies
route at least an α(G, d, c) fraction of their flow by definition. We
therefore focus on sources that route over unsaturated monopolies
and bound the price paid by them.

Let s be an arbitrary source routing over an unsaturated monopoly.
Let m be an arbitrary edge in As that charges a positive price p.
Let Um be the set of sources that route flow over m, including
s. According to Proposition 1, m must be a virtual monopoly to
each u ∈ Um. Let {qu + p} be the total price at each u ∈ Um.
The revenue function for m is p

P
u∈Um

duF (qu + p). Setting its
derivative to zero, we have

p =

P
u∈Um

duFuP
u∈Um

duhuFu

where Fu = F (qu + p) and hu = h(qu + p) is the corresponding
hazard rate. Supposing m = (x → y), let Q = πx be the total
price on a flow carrying path from x to t; then Q serves as a lower
bound to all qu + p. It follows ∀u ∈ Um, hu ≥ h(Q), which
implies ph(Q) ≤ 1.

Now let m1,m2, . . . ,mk be the sequence of edges on an ar-
bitrary path in As, in the order of from t to s. Let xi be the
price charged by mi, and Qi =

Pi
j=1 xi; in particular, Q0 = 0.

From the previous analysis, we have xih(Qi) ≤ 1; it follows that
∀t ∈ [Qi−1, Qi] h(t) ≤ 1/xi. Therefore,

F (Qk) = exp


−
Z Qk

0

h(t)dt

ff
= exp

(
−

kX
j=1

Z Qj

Qj−1

h(t)dt

)

≥ exp

(
−

kX
j=1

Z Qj−1+xj

Qj−1

1

xj
dt

)
= e−k.

That is, at least the most valuable e−k fraction of the demand
from s is routed in the equilibrium, and πs ≤ F

−1
(e−k). There-

fore once again we have

POA ≤ min(ek, 1/α(G, d, c)).

We now show that the above theorem is nearly tight even in
single-source single-sink instances.

THEOREM 4. There exists a family of single-source single-sink
instances of the Bertrand game over a directed networkG = (V,E)
with unbounded capacities and distribution functionF with a mono-
tonically non-decreasing hazard rate such that POS = ek/(k +
1), where k is the number of hops between source s and sink t.

PROOF. The network is a chain of k edges from s to t. The de-
mand function is defined as F (x) = e−x for x ≥ 0. The hazard
rate for this distribution is constant, thereby satisfying the mono-
tone property. At equilibrium, each edge tries to optimize its own
revenue by maximizing its revenue function R(x) = xF (x + P ),
where x is its own price and the constant P is the sum of the prices
charged by other edges. SettingR′(x) = (1−x)e−(x+P ) = 0, we
see that each edge will charge a price of 1 in any equilibrium.

The total social value is
R∞
0
xe−xdx = 1, while the total value

achieved by an equilibrium is
R∞
k
xe−xdx = (k + 1)/ek. Thus,

POS = ek

k+1
.

3.3 Multiple-source multiple-sink instances
Finally we show that Theorems 2 and 3 cannot be extended to

multiple-source multiple-sink instances. In particular, for any non-
trivial value distribution, there exists a uniform demand instance of
the Bertrand game with unbounded price of anarchy.

For the theorem below, given a value distribution F , we define
the “monopoly flow” for the distribution to be the fraction of de-
mand admitted in an equilibrium by a single monopoly for a con-
sumer with a value drawn from F , that is, argmaxx xF

−1
(x).
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Figure 2: (a) Multi-sink instance with unbounded POA; (b)
Augmented version without monopolies

THEOREM 5. Let F be any distribution with monopoly flow
strictly less than 1. Then for every β > 1, there exists a uniform-
demand instance of the Bertrand game with distribution F contain-
ing no monopolies, with price of anarchy β.

PROOF. We first present an example containing monopolies, af-
ter which we show how to convert it into one without monopolies.

Let [1,L] be the support of the value distribution F ; that is,
F (1) = 0 and L = minx F

−1(1). Consider the network of a
single chain with nodes {0, 1, · · · , k} and edges (j → j − 1) for
1 ≤ j ≤ k, as shown in Fig. 2(a). The capacity of each edge is
unbounded. At each node j > 0 resides a source with the corre-
sponding sink being j− 1 and total demand α. In addition, there is
a consumer s0 desiring the whole chain, whose total demand is β.

Due to symmetry among the edges, without consumer s0, in an
equilibrium each edge would behave exactly in the same way. Sup-
pose each of them would set down to a price of p1 > 0 and that
(k − 1)p1 > L for some suitably chosen α, then the existence of
s0 would not violate the equilibrium, as no edge can lower its price
unilaterally and admit the flow of s0. Since this is regardless of the
value β, the price of anarchy (> β/(kα)) is unbounded.

Fig. 2(b) illustrates how to augment the previous instance to one
containing no monopolies. Specifically, for each link (i→ i− 1),
we parallel it with a double-stranded chain (C2 hereafter) consist-
ing of low-capacity edges. Each segment of C2 is demanded by an
additional consumer with total demand 1. We can make the length
of this side chain (denoted by k′) large enough s.t. k′F

−1
(2ε) >

L. The consequence is that (i → i − 1) may happily “ignore” C2
and be a virtual monopoly, preserving the analysis on the previous
example.

4. BERTRAND GAMES WITH MULTI PA-
RAMETER CONSUMERS



We now investigate a more general version of the Bertrand game
in which consumers value different bundles at different levels. We
study this model in two-node parallel-link networks.

We consider two different versions of this model. In the related-
values version, every edge in the network has a cost qe associ-
ated with it, and every consumer s has an intrinsic value `s. The
value of consumer s for edge e is given by vs,e = max(`s −
qe, 0). (Note that in parallel-link networks each edge is a source-
sink path.) This model captures markets where consumers experi-
ence different fixed “latency” costs on different links. We remark
that this is different from congestion costs considered previously
[13, 1, 15] that are functions of the traffic carried by a link. In Sec-
tion 5 we discuss a few different extensions of this model to more
general networks.

In the unrelated-values version the values vs,P are completely
arbitrary, although we assume that they are non-negative for all P ,
and zero for collections of edges that are not source-sink paths.

We first show that for the related-values model in a parallel link
network, the behavior of the game is identical to that of the single-
parameter version. In particular, in the absence of monopolies, the
game always admits an equilibrium, and all equilibria are optimal.

THEOREM 6. Consider an instance of the Bertrand game in
a two-node parallel link network containing multi-parameter con-
sumers with related values. Then the instance admits a Nash equi-
librium and has price of anarchy 1.

PROOF. We first prove that POA = 1. Let k be the number
of parallel links and, without loss of generality, suppose that the
costs associated with the links have the order q1 ≤ q2 ≤ · · · ≤ qk.
Obviously, when all links are saturated, or when the entire demand
is admitted and routed along the links with the smallest q’s, the
network achieves optimal value. An equilibrium is also optimal if
some link charges a price of zero, and therefore there is no residual
demand. Now suppose that, in an equilibrium, every link carries
some flow and charges a positive price. Note that, since each con-
sumer s only considers buying from argmine∈E{qe + πe}, which
is independent of `s, it must be that qx + πx = qy + πy for all
x, y ∈ E. Accordingly, an unsaturated link would have an incen-
tive to steal flows by lowering its price negligibly, which implies
that the network must be saturated. In either case, an equilibrium
achieves the optimal social value.

For the first part, we show how to construct an equilibrium that
supports the optimal efficiency. Starting with an idle network, we
fill the links one by one from e1 through ek; the priorities of com-
modities are in accordance with their intrinsic values `s, i.e. the
most valuable commodity is always satisfied first. This process
continues until `s becomes smaller than qj , or commodities are ex-
hausted, or the entire network is saturated. In the first two cases, let
j be the first unsaturated link; for i ≥ j, set πi = 0; for i < j, set
πi = qj−qi. In the last case, let `0 = min{`s|s has been admitted};
set πi = `0 − qi. It’s easy to verify that the resulting configuration
is an equilibrium.

In the unrelated-values version, the behavior of the game is very
different. In particular, equilibria don’t always exist (Fact 7). Fur-
thermore, even when there are no real monopolies in the network,
some edges may behave essentially as monopolies because some
consumers may prefer one edge much more than any other edges.
Therefore, the price of anarchy may be large. Theorem 8 shows that
the price of anarchy is nevertheless bounded by a factor logarithmic
in L.

t

s

ce1 = ∞ ce2 = 0.1

{s1, s2}

Figure 3: Instance admitting no equilibria (see Fact 7)

FACT 7. There exist instances of the Bertrand game with unre-
lated values in parallel-link networks that admit no equilibria.

PROOF. We exploit an extreme case of valuation arbitrariness
where some consumers at a source entirely ignore certain links.
The network as depicted in Fig. 3 has two links: e1 has unbounded
capacity while the capacity of e2 is 0.1. Consider the value distri-
bution F with F (1) = 1, F (2) = 0.1, and F (3) = 0. Consumers
at s can be partitioned into s1 and s2. For the group s1, the dis-
tribution of vi,e1 follows F while vi,e2 ≡ 0. For the group s2,
vj,e1 = vj,e2 also follows F .

In excluding all possible combinations of π1 and π2, we con-
clude that this example admits no equilibria:

• If π1 > π2, e2 would be the only choice of consumers in s2.
Subject to the capacity constraint, e2 has to charge a price no
less than 2. It follows that the revenue of e1 is no more than
3F (2) = 0.3, whereas the revenue with π1 = 1 would be 2.

• If π1 < π2, then e2 would be idle and motivated to lower its
price.

• If π1 = π2 > 0, e1 would be incentivized to lower its price
negligibly and grab the flow on e2. Finally, as a monopoly to
s1, e1 would not charge a price of zero in an equilibrium.

THEOREM 8. Consider an instance of the Bertrand game in
a two-node parallel link network containing multi-parameter con-
sumers with unrelated values. If the instance admits a Nash equi-
librium, its price of anarchy is bounded by 3 + logL.

PROOF. Let U∗ = {U∗e } be the set of commodities routed in an
optimal allocation OPT, where U∗e is the set of flow routed by link
e. Given an equilibrium EQ routing commodities U = {Ue}, for
each link e, defineRe = U∗e \U andAe = (U∗e \Ue)∩U . In words,
commodities routed by e in OPT but not in EQ are partitioned into
two parts: Re, those left out from EQ; and Ae, those routed by
some other edge in EQ.

In order to bound the loss of social value LOSS = Val(U∗) −
Val(U), we look at that on each link, i.e. LOSSe = Val(U∗e ) −
Val(Ue). Clearly, LOSSe is no more than the loss incurred by not
routingRe, plus the loss incurred by routing commodities inAe via
potentially less valuable links. For each i ∈ Re, the corresponding
loss is exactly lossi = vi,e ≤ πe, since i has opted not to route.
For each i ∈ Ae, lossi = vi,e−vi,e′ , assuming it’s routed by some
link e′ in EQ. Observe that, as i has chosen e′ over e, we have
vi,e − πe ≤ vi,e′ − πe′ ; it follows that lossi ≤ πe − πe′ ≤ πe.



For every i ∈ Re ∪ Ae, let θi,e denote the maximum price that
e can charge in order to win over i; we call this price the “pseudo-
value” of i. For i ∈ Re, this is just vi,e = lossi. For i ∈ Ae, this
is (vi,e − vi,e′) + πe′ ≥ lossi. In either case, lossi is bounded by
the marginal revenue gained by e on the part of i when e lowers its
price to merely admitting i. For i ∈ Ue, we define θi,e to be πe. Let
Θe denote the value distribution defined by these pseudo-values for
consumers in Re ∪ Ae ∪ Ue, that is, Θe(v) is the total demand of
all consumers with v ≤ θi,e.

Note that if e is saturated, then we can bound the total loss for e
easily:

P
i∈Re∪Ae

lossi ≤ ceπe ≤ Val(Ue) because |Re ∪Ae| ≤
|U∗e | ≤ ce.

Suppose that e is unsaturated, and that it would be saturated at
the threshold price π0

e , provided that other links would stick to their
current prices in EQ. In particular, π0

e = 0 if e would not be sat-
urated at any price. (E.g. e might have unbounded capacity.) Let
π0 = max{π0

e , 1}. Define Xe = {i ∈ Re ∪ Ae|lossi ≥ π0},
and Ye = {i ∈ Re ∪ Ae|lossi < π0}. We first bound the loss of
consumers in Xe.

Let Proe ≤ Val(Ue) be the revenue of e and fe be the amount
of flow through e in EQ; then since πe is an optimal price for e, for
π0 ≤ x ≤ πe, we have Θe(x) ≤ Proe/x. Therefore,X

i∈Xe

lossi ≤
X
i∈Xe

θi,e ≤
Z πe

π0

(Θe(θ)− fe)dθ

≤
Z πe

π0

Proe
θ

dθ

≤ Proe log πe ≤ Val(Ue) logL.

It remains to bound the loss of consumers in Ye. If π0
e ≥ 1, which

implies that e would be saturated at price π0
e and that π0 = π0

e ,
then X

i∈Ye

lossi ≤ ceπ0
e ≤ Proe ≤ Val(Ue).

Otherwise, π0
e < 1 and π0 = 1. Note that in this case, Ye ⊆ Ae.

Accordingly, ∀i ∈ Ye, lossi < 1 ≤ vi,e′ , i.e. the loss on the part of
Ye can be covered by the corresponding value realized in EQ.X

i∈Ye

lossi ≤ Val(Ae).

Consequently,

LOSS = Val(U∗)−Val(U)

≤
X
e

(1 + logL)Val(Ue) +
X
e

Val(Ae)

≤ (2 + logL)Val(U).

We point out that this bound is nearly tight: the source may have
very low valuation for all links but one—the effective monopoly—
immitating monopoly pricing from the single-parameter setting.
Specifically for a lower bound, we can use the single-source single-
sink example from Theorem 2 of [7] with POA = Θ(logL),
where F (x) = ε + 1/x, and construct a network with two links
containing two kinds of consumers; the first type has value 1/2 for
the first link, and distributed according to F for the second link; the
second type has value 1/2 for the second link, and distributed ac-
cording to F for the first link; then each link behaves as a monopoly
for one of the types, and the price of anarchy is Θ(logL).

5. DISCUSSION AND OPEN QUESTIONS
We have provided a nearly complete characterization of the price

of anarchy of the Bertrand game in networks with single-parameter
consumers. While in multiple-source multiple-sink networks the
price of anarchy can be large regardless of the underlying distribu-
tion, it may be possible to bound the price of stability under certain
assumptions on the value distribution. It would also be interesting
to extend our results to markets that are more general than multi-
source single-sink networks but less general than arbitrary multi-
source multi-sink networks.

The most interesting open question related to our work is to study
equilibria in the related values model in more general networks.
Specifically, we can incorporate (traffic independent) latency costs
qe for each edge e by setting `s,P = `s −

P
e∈P qe for a source-

sink path P . Alternately, if qe denotes the “quality of service” on
edge e, then the value from a path P can be defined to be `s,P =
`s + mine qe. In the parallel-links case both of these models are
identical to the one we considered in Section 4. In more general
networks (even single-source single-sink networks), however, the
two models may behave quite differently. We conjecture that the
latency-costs model will continue to display the same equilibrium
behavior as the single-parameter case in single-source single-sink
networks. Another interesting model for path values is to set `s,P
to be equal to `s

Q
e(1 − qe) where qe ∈ [0, 1] are packet-loss

probabilities on edges e.
Finally, an interesting open problem related to our work is find-

ing Nash equilibria in Bertrand games when they exist.
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